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Panel Data

Our models so far indexed observations by i :

yi = βxi + εi .

Panel data adds a t subscript to the data:

yit = βxit + εit .

Typically, i refers to individuals observed on multiple occasions over
time, and t indexes the time periods. E.g., 50 states are observed in
each of 8 years, and have one row of data for each state-year, so 400
observations.

Main econometric concern: heterogeneity.
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Terminology

Longitudinal data: another term for panel data

Repeated cross section: not a panel, but a data structure with
multiple individuals observed in each of multiple time periods. In
contrast to panel data, we don’t observe the same individuals in multiple
time periods.

Balanced panel: each of n individuals is observed T times, usually over
the same time period

Unbalanced panel: at least of the individuals are not observed in every
period. Sometimes unbalanced panels result from sampling designs, and
sometimes they are a result of entry/exit or birth/death

A wide panel has many individuals (large n); a long panel has many
time periods (large T ). The asymptotic properties of an estimator can
be different when n→∞ as opposed to T →∞
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Panel Data Model

The typical regression equation with individual effects:

yit = x′itβ + z′iα+ εit .

If zi is observed, no problem. OLS works just fine.

Applying standard OLS to panel data is called a pooled regression. In
this case, there’s actually nothing special about having the two indices.
You’re doing the same thing you would be doing if you didn’t know how
to group observations with individuals.

If zi is unobserved and correlated with β, pooled regression will suffer
from omitted variables bias

The z′iα term is known as a fixed effect because is is fixed across t for
individual i .
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Panel Data Model

Alternatively, we might write:

yit = x′itβ + γi + εit .

where γi = z′iα is the fixed effect.

This version emphasizes that the fixed effect can be seen as an
unobserved parameter to be estimated (one parameter for each
individual i).
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First Differences

yit = x′itβ + γi + εit .

Note that we can eliminate the individual effects by taking first
differences:

∆yit = ∆x′itβ + ∆εit .

where ∆yit = yit – yi ,t–1 and similarly for other variables.

As long as ∆xit is uncorrelated with ∆εit , we’re in business. We no
longer have to worry about correlation between x and z .

Notice that yit – yi ,t–2 would also difference out the individual effects.

So would yit – 1
2yi ,t–1 – 1

2yi ,t–2. This leads us to another estimator . . .
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Fixed Effects

The fixed effects estimator relies on a similar idea, but we de-mean
variables instead of first differencing:

ỹit = yit – ȳi

where ȳi is the mean value of yit for individual i , and similarly for other
variables.

The fixed effects estimator amounts to applying OLS to the de-meaned
variables:

ỹit = x̃′itβ + εit

Like first differences, fixed effects differences out the individual fixed
effects, therefore avoiding endogeneity problems coming from correlation
between the individual fixed effects and xit
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Fixed Effects as Coefficients on Dummies

Let’s try to directly estimate the individual fixed effects:

yit = x′itβ +
n∑

j=1

γjD [i == j ] + εit .

where γj is the fixed effect for individual j , and D [i == j ] is a dummy
variable indicating whether the observed individual is the jth individual.

This is known as the least squares with dummy variables (LSDV)
estimator.
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FE and LSDV estimators

The fixed effects estimator and LSDV are equivalent: both yield exactly
the same estimate of β.

Note that with a wide panel (large n), there can be a huge number of γj
parameters, in extreme cases making it infeasible for a computer to
invert the X′X as required by OLS. However, de-meaning variables is
computationally relatively easy.
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Review: Frisch-Waugh Theorem

Separate X into two sub-matrices:

X = [X1 X2] ,

where
y = X1β1 + X2β2 + ε

Frisch-Waugh Theorem

The OLS regression of y on [X1, X2] yields a subvector b2 of coefficient
estimates that is the same as the result from a regression of the residuals
from a regression of y on X1 are regressed on the residuals from a regression
of X2 on X1.
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Matrix of Dummies for Individuals

X2 =



individual 1


1 0 0 . . .
1 0 0 . . .
1 0 0 . . .

individual 2


0 1 0 . . .
0 1 0 . . .
0 1 0 . . .

individual 3


0 0 1 . . .
0 0 1 . . .
0 0 1 . . .

...
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Fixed Effects and Frisch-Waugh

Suppose that X1 is a matrix of regressors, and X2 includes only the
dummy variables for the individuals.

I With a balanced panel, X1 is nT × K , where K is the number of
regressors,
and X2 is nT × n.

I Also, X1 should not have a constant variable, nor any other time-invariant
variables.

For the first step of Frisch-Waugh, we regress y and X1 on X2, and then
take the residuals. What does this amount to?

Regressing on X2 and taking residuals is the same as subtracting out
means by individual i .
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Individual Effects Estimates

Note that the LSDV estimator produces direct estimates of the
individual effects γi : the coefficients on the dummy variables. How can
we get them from the FE estimator?

Obtain residuals in the usual way:

eit = yit – x′itbFE .

We can then estimate the individual effects as follows:

γ̂i = T –1
∑
t

eit .

These estimates will be the same as the coefficients on the dummies
from LSDV.
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Panel Data Asymptotics: A Preview

γ̂i = T –1
∑
t

eit .

In a balanced panel, the full sample size is n.

However, each fixed effect is estimated with T observations.

In general, we might worry about having a bunch of parameters that are
only informed by a small fraction of the data (see incidental
parameters)– this is especially a concern when n is large and T is small.

In the linear regression model, the incidental parameters don’t affect the
consistency of our estimate of β. This is related to the fact that the FE
estimator estimates β without needing to actually estimate the fixed
effects. Econometrics II will deal with this in more detail.
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Terminology: Within Estimator

The FE estimator is sometimes called the within estimator. This is
because we first transform the data to eliminate differences in means
between the individuals, and then use variation within the individuals to
estimate β.

Note: after de-meaning, every i has a zero mean:

E [yit – ȳi ] = 0.
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Terminology: Between Estimator

There’s also a between estimator that runs a regression with the n
aggregate observations after taking group means:

ȳi = x̄′iβ + ε∗i .

Note that the individual effects will be part of the within-group error
term ε∗i .

The between estimator isn’t terribly useful in practice. It eliminates
some of the variation in the data (and reduces the number of
observations) without dealing with the potential correlation between x
and the individual effects.
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R2 for Panel Data Models

There is the R2 of the LSDV regression (no special name).

The within R2 is the R2 of the FE regression run with the de-meaned
data, or the squared correlation between ŷit – ŷi and yit – ȳi , where

ŷit = x′itbFE ,
ŷi = x̄′ibFE .

The between R2 is the squared correlation between ŷi and ȳi . It’s
similar to the R2 from the between regression, but we use the FE
estimate of β for ŷi , not the between estimator.

The overall R2 is the squared correlation between yit and ŷit .
I This is different from the R2 of the LSDV regression!
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Goodness of Fit with Fixed Effects

The overall R2 tells us how much of the variation in the data is
explained by data x

I It’s different from the within R2 because it’s assessing how much of the
variation gets explained without subtracting group means.

I It’s different from the LSDV R2 because it doesn’t use the fixed effects to
predict ŷit .

Note that R2 from the LSDV regression can be misleading if we’re
interested in understanding how well x explains y . This R2 could be
high if the fixed effects themselves explain a lot of the variation in y
even if bFE = 0.
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Example: Some Hedonic Regressions
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Random Effects Model

Consider again the standard panel data regression equation:

yit = x′itβ + γi + εit ,

but now suppose that x′it and γi are uncorrelated so that the individual
effect does not create an endogeneity problem.

Assuming that x′it and εit are uncorrelated (which is also needed for the
fixed effects estimator to be unbiased), OLS without fixed effects will
deliver unbiased estimates here.

But will OLS be efficient?

I No – γi as part of the error term implies that the error term is correlated
across t for a given i , violating the heteroscedasticity assumption.
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Generalized Least Squares

Think back to the standard linear regression framework, but now assume
that

Var (ε|X) = Ω,

where Ω need not be diagonal, correlation in the error terms is allowed.

Then, the generalized least squares estimator is efficient, defined as

bGLS = arg minb (y – Xb)′Ω–1 (y – Xb)

=
(
X′Ω–1X

)–1
X′Ω–1y

Note that if Ω were the identity matrix, we would just have OLS.

OLS here is still unbiased, but not BLUE. Now, GLS is BLUE.
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The Random Effects Estimator

Note that the covariance structure Ω is typically not known ex ante.
Feasible generalized least squares (FGLS) refers to two-step
estimators in which

1 We first estimate the model (typically with OLS) so that we can use the
residuals to estimate Ω,

2 Then we estimate the model again using GLS with our estimate of Ω.

The FGLS estimator for the standard panel data model is known as the
random effects estimator.
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FE vs RE

If the fixed effects are not correlated with regressors, then all three are
unbiased but RE will have the lowest variance of the three.

NB: if the fixed effects are correlated with regressors, the FE is unbiased
but OLS and RE are biased. This limits the practical applicability of the
random effects estimator – in panel data contexts, we are often worried
about endogeneity.
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Testing Endogeneity

Much as the Wu-Hausman test allowed us to use an IV estimator to test
the OLS exogeneity assumption, the FE estimator can be used to test
the RE exogeneity assumption.

Intuition: see if RE and FE parameter estimates are significantly
different from each other. If the γi terms are uncorrelated with the
regressors, the two estimates should not be very different.

This is known as the Hausman test. Link
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Time Fixed Effects

For some applications, we’re concerned about unobservables that are
changing over time but affect individuals in similar ways:

yit = x′itβ + γt + εit .

Mathematically, these time fixed effects can be dealt with in the same
way as individual effects. That is, we can subtract group means by time
period rather than by individual.
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Two-Way Fixed Effects

Sometimes we’d like to allow for time-specific effects as well as
individual effects:

yit = x′itβ + γi + γt + εit .

Again, this can be estimated using a LSDV strategy or by subtracting
group means. We could also subtract group means for one of the
dimensions and include dummies for the other dimension.
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R Implementation

> pm1 <- plm(mrall~beertax, data=fatality, index = c("state","year"),

effect = c("twoways"))

> coeftest(pm1, vcov = vcovHC(pm1, type = "HC1", cluster = "group"))

t test of coefficients:

Estimate Std. Error t value Pr(>|t|)

beertax -6.3998e-05 3.5015e-05 -1.8277 0.06865 .

---

Signif. codes: 0 *** 0.001 ** 0.01 * 0.05 . 0.1 1

The effect can be “individual”, “time” or “twoways”
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Example: Traffic Deaths and Alcohol Taxes

n = 48 US states

T = 7 years from 1982-1988

Balanced panel

Variables:
I Traffic fatality rate (per 10000 residents)
I Tax on a case of beer
I Other controls including driving age, drunk driving laws

Example borrowed from Stock & Watson.
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Example: Traffic Deaths and Alcohol Taxes

Why might there be more traffic deaths in states with higher alcohol
taxes?

There are several potential omitted variables:
I Quality of automobiles
I Quality of roads
I Rate of driving vs public transit usage
I Density of cars on the road
I Drinking and driving culture
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OVB Stories I

Some potential sources of OVB:
1 Western states have lower traffic density and lower alcohol taxes (due to

their history as frontier states populated by outlaws and cowboys).

2 Cultural attitudes that are relatively more critical of drinking and driving
might lead to higher alcohol taxes and lead people to avoid drinking and
driving.

Panel data will allow us to avoid OVB bias from these sources if the
omitted variables stay constant over time within each state. That is, if
the sources of OVB are all included within the γi term:

FatalityRateit = β0 + β1BeerTaxit + xitβ2 + γi + εit ,

and we can use the standard fixed effects estimator (or LSDV).
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OVB Stories II

We might also worry about variation over time:
1 Cars are getting safer (air bags)
2 Changes in national laws about drinking, driving, or drinking and driving

If these factors are shifting fatality rates for different states in the same
way, we could avoid OVB bias from these factors. Let

FatalityRateit = β0 + β1BeerTaxit + xitβ2 + γt + εit ,

We can deal with the time fixed effects by subtracting means by time
periods, or with LSDV with dummy variables for time periods.

We can deal with both types of omitted variables using two-way fixed
effects.
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Fixed effects and Identifying Variation

FatalityRateit = β0 + β1BeerTaxit + xitβ2 + γi + γt + εit ,

With individual fixed effects, recall that xit cannot include any variables
that are fixed by individual. Such variables would have no variation after
subtracting group means. Equivalently, the variables would be colinear
with the individual dummies.

Similarly with time fixed effects, xit cannot include any variables that
are fixed within time period.

With two-way fixed effects, to estimate the coefficient on a variable,
that variable has to change in different ways for different individuals.
Thus, to estimate β1, it can’t be the case that all states change their
alcohol taxes in the same way each year.
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